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1 Executive Summary

This document presents the status of the work under Work PackdgéPd) ¢ 3D ArtefactAcqusition -
at the end of the second year of activity of the DDFORM project.

The activities follow the original plan drafted in the project Description of Work (DoW). All planned
partners are contributing to WR The end of Y2 was one major milestone forA8Rd the 3BCOPRM
project, since manyalpha releases of the components(i.e. reconstruction softwareand acquisition
device$ were planned to bealeliveredin Month 24. Major activities performed and results obtained in
the second year are:

Task4.1 ¢ Immoveable Heritage ARC 3Dhas matured further, from alpha to beta stafumnd made
some significant improvementswards usability, speed and efficiencyAdditionally, Spheron is looking
forward to have the first generation of their hardware ready by the end of the year.

Task4.2 - Movable, regular objectsin-hand scanning A working laboratory setup for the HaneHeld
scannerhas beenestablishedand a first test of the3D acquisitioncapabilities was performed using a
small statue Furthermore,for the InHand scanneit is now possible to acquire grasping mo\asl
transferthemto other objecs and an acquisition campaigmas performed

Task4.3 - Movable, regular objects: Dombased acquisition Algorithmsto reconstruct 3D geometry
and materialproperties usingthe Mini-Dome and Multiview Domewere developedalready allowing
the acquisition of3D geometry with the Mini-Domeand a combined material and 3D reconstruction
from (synthetic)Multiview Domedata.

Task 4.4 - Movable, optically complicated objects A way to reconstruct densespedral BTF
measurements from sparse spectral samples was implemeateldverifiedusingacquiredspectral BTF
groundtruth data. Additionally, research into specialized reconstruction methods for optically
complicated objectsvas pursud.

Task4.5 ¢ Reflectance Acquisition Several new algorithms for providing better colour information for
3Dmeshes were developed.

No major problems or deviations arose during the second project year. The activities are going to
continue in Year 3 accardj to the plan described in the project contract.

The overall organization of the document is as follows. Section 2 gives a brief presentation of the project
structure, how WR activities andcomponentsare located in the overall framework of the projeeind
relations of WB components with respect to the other components developed iRGBDFORM. Sectisn

3, 4,5, 6 and7 present in detail the work done in Year 2 and the results obtainegach of the five

tasks Section8 reports on the milestones; some concludingnaks are presented in Sectidfrror!
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Reference source not found.Finally, the publications produdeso far are listed in Sectiob0 and
external referemesto literature are listed in Sectiotl.
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2 Introduction and Objectives
The 3BCOF®M framework and its components havednedivided into four clusters:

9 Acquiring and Processing (A&e)compassing the developments\WiP4/WP5
1 Integrated Viewer/Browser (IVBancompassing the developments\WiP6/WP7
1 Modelling and Presenting (M&Rncompasing the developments WP8/WP9
9 Repository Infrastructure (RBncompassing the developments\WiP3

The centratopic of WP4is the acquisition 08D data andreflectance data

The WP4 basic objective t® provide groundbreaking technologies for thdieient and effective 3D
digitization of movable and immovable objects. Here, the emphasis lies on the ability to handle a wide
range of different objects and material types, on reducing the costs of digitization (both in terms of
equipment and time), andast but not least on the improvement of model quality. The objective is
subdivided into five tasks, adjusted to the requirements for the different types of objects and materials.
Task4.1 is especiallgealingwith immoveable heritage, while theatks4.2-4.4 handle different kinds of
movable heritagethe goal ofTask4.5 is solely the acquisition of reflectance data.

For thatpurpose partners in WP4reate new acquisition deviceand technique®r improwe on existing
ones and make those available to thmject partners and the external world viamponents

There are many different types of (novel) acquisition devices with diffesmuipes, complexity
demands to the user and outpaypes andformats. Many of the devices will produce raw measurement
data that needs to be processed using components and solutions developed in¢\VBB%Artefact
Processing

The Repostory Infrastructure (RI) is therefore the bridge between acquisition and processing
componens, as all acquisition devices developed in WP4 inigest their data and accompanying
provenance information into the RI from where the processing components will be able to retrieve and
work on it

The components to be designed and implemented in WP4 have been described in deliverabte D3.1
First YeaReport on WPZ Repository Infrastructure as well as in D4.Eirst Year Report on WR43D
Artefact Acquisition A detailed description of all the int@momponent interactions, functional
specifications and integration into the overall -BIDFORM systenesign can be found in these reports.
Pleasenote that a component can conceptually and in implementation consist of several diffevelst

that work together to provide the components functionality.
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3 Task 4.1 z Immovable Heritage

3.1 Work Planned

In Year 1, the first results of a method for producing a (possibly closed) textured 3D mesh, rather than
the set of registered meshes currently obtained through MeshLab, were shown. One of the goals for
Year 2 was thus to further develop the approach and make it alédl to the users (either directly into

the ARC 3Dserver processing stage, or in the Mesh plugin). A second goal was to relieve the
reconstruction process from certain constraints, such as requiring constant focal lengths and the
submission of orderegictures. Many of these improvements resulted from the feedback obtained
through a survey conducted on lotigne ARC 3isers.

In parallel, the partners aimed at providing enhanced Mashfunctionalities with respect to the
processing ofARC 3Ddata. In prticular, the alpha version of an approach for high quality aolo
projection on 3D meshes from calibrated images was expecteeéan2y(effort coordinated with &sk
4.5).

Regarding the Spheron Scanner, the effortséar? were expected to béocussedon developing both

PCBs and lovevel firmware for the RGB_module, the embeddedPC_module, the ScanLight_module and
the PhiDrive_module. The development of the module for the PHIdrive, a corresponding PHIdrive test
platform and perform validation/optimizatin, was expected to be finalized. Finally, first experimental
RGREZ test data sets in the Spheron intermediate file format were hoped.

3.2 Work Performed

3.2.1 Laser-based 3D Reconstruction (Spheron Scanner):

SpheronVR is implementing the Sphei®8ANNER componentcarding to version 0.5 of the
corresponding device description document and its confidential annex countgtparactual version is
0.2).At this time, most of the effort is dedicated to the implementation of the hardware (physical) layer.
We expect tabe ready with the first generation of hardware of the RGB-sygiem by the end ofear 2

and with the next generation of distance measurement-sybtem bythe middle of next Year .3In
addition, we implement thedssc.[intermediated  Fokrfatdind we etail on deriving RD#&ata from

the productionr and Q/Gprocess.



3D-COFORM .B.2 (PUBLIC)

3.2.2Image-based 3D Reconstruction ( ARC 3D:

3.2.2.1 On-line version

The current, odine, ARC 3[xode has been trimmed and renovated such that it compiles on newer
Linux distributions. A significant ir@se in speed has also been achieved by skipping unnecessary
operations and removing bottlenecks. For a typical sequence of 18 imag&8%adecrease of
computation timewas achieved. Here are the most important modifications made:

1 Sub sampling Sub samptig of the input images has been disabled. Features are now
extracted from the fulresolution images and processed by the pipeline. SARE 30was
upgraded to utilize SURF features (instead of Harris corners) duringc@Ghé-PE&POCH
Network of Excellenceroject, the sub sampling and the subsequemtscaling steps are
redundant.

1 Pairwise matching Rather than running each pairwise feature matching job separately, we
now combine them into batches. This is to limit the number of tifezdure descriptors i
read from disk.

1 SURF extractorA newer version of the SURF feature extractor is in use, increasing speed and
lower memory requirements.

1 Computer cluster The systemhas been installedn the new computer clusteat K.U.Leuven
as the previous clustdras becoe obsolete and closed down.

9 Additional data Inclusion of extra data in the downloaded zip, such as matched feature
points, fundamental matrices and sparse reconstruction point cloud.

The mage upload tool has been upgraded, providing the folloviéagures:

1 Compatibility with Windows Vista and Windows:7The previous versiosupporied only
Windows XP. The source code is available for compilation on other platforms.

9 Support for resuming incomplete or cancelled uploadbhis useful feature that hasebn
requested by numerous users in our surveys.

9 Connection test This feature enableghe verification ofthe server connection befor¢éhe
attempt to upload the images

1 Server statusNotification from the server about its status.

3.2.2.2 Off-line version

The majo achievement duringééar 2 is a complete rémplementation of all the steps in the structure
from-motion (sfm)algorithms, from feature extraction to bundle adjustment. The improvements listed
below are implemented and va been tested.

Reconstruction ofdegenerate sequencedt is now possible to reconstruct degenerate sequences, such
as planar scenes and turntable motions. A turntable greatly aids in the image capturing wbsess|
moveable objectsas it allows every view of the object to be sys#ditally captured, while controlling
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lighting. This greatly enhances the quality of the restauction. An example of a tutable
reconstruction obtained by the new reconstruction pipeline is showrigpirel.

To calibrate the ameras, we use focal length available in the EXIF data. Most modern cameras provide
this information. In addition, the dimensions of the senaoe required to convert the focal length into

the format used by our algorithmsA script has been writtenthat automatically retrieves this
information from the Internet. As a last resoit will be possible to manually look up this information in

the camera manual.

Figurel: ARC 3DReconstruction of a turntable object, with and withdekture,
createdfrom approximatel\80 images.

Reconstruction of urordered sequences and varying focal lengtlihe sequentiality constraint is no
longer enforced. A greedy paftlanning algorithm has been implemented thataeders the cameras

for dens reconstruction. Since problems may arise when reconstructing symmetric objects (as they look
the same from either side), an optidras also been included force sequential matching of the images.
Furthermore, inages taken with different cameras withffédirent resolutiors and/or focal lengthscan

now be processed. This in particular means that, using one carh&yad longem requirementto keep

the zoom untouched while takirifpe images.

3.2.2.3 Testing

ARC 3D0s one of thecomponentsthat have been most wilely tested since the beginning of 3D
COFORM. Already at the end @fax'l, feedback results were reported from common userA&C 3D
(internal database of users).ear 2 however saw further testing being conducted within the-3D
COFORM framework. The rétswof these testing activities are repedin D10.2¢ Business Strand Year
2 Report

10
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3.2.3 Colour Mapping:

Another research effort in the context of Task 4.1 concerned new solutions for improving the mapping
of colour information sampled in outdoor scenes ountigital 3D models (e.g. models produced wkRC

3D and MeshLab). In particular, the problem of detecting and removing sun shadows produced on
sampled architectures has been considered. For outdoor scenes, it is usually not possible to control the
lighting environment. The best practical solution is to wait for a cloudy day to perform colour
acquisition. This is becausmn cloudy days, lighting artefacts (shadows, saturated areas, specular
highlights) are usually negligible due to the very diffuse lighting

Unfortunately, in several working conditions, maybe due to the location of the site (e.g. African
Heritage) or to the strict acquisition schedule, the images that need to be used for colour projection
(whichare also the same as those used in the casenagebased 3D reconstruction) are taken under
strong sun illumination.

A method has thus been developed to detect and remove the shadows produced by sharp sun
illumination before colour projection is performed. The method, recently publidfiddl.1] is divided
into three main steps:

1. Sun position estimationif the 3D model has been geeferenced, and the time and date of
the image acquisition is available (i.e. can be extracted from the EXIF metadata), then the sun
position can be automatically estimated using freeware tools available on the Web (e.g.
http://sunposition.info/sunposition/index.php If the sun position is known in advance, it can
be used to fasteralso the image alignment process using the Mutual Information approach
(see[T4.1.2]for a practical application in a different fieldf some of the needed data are
missing, an alternative serautomatic procedure (see papgif4.1.4) can also be used to
estimate the sun position, after each image has been aligned to the 3D model.

2. Shadows detection and removance the image has been aligned to the 3D model and the

sun positonig Y26y~ GKS O2YoAyllUAz2zy 2F GKSasS RIGE

YIalé 6KAOK AYyRAOF(GSa (GKS LRardGAzya 2F GKS
several approaches for shadows removal. A method has been proposed based on intensity
difference between irshadow and notn-shadow surfaces, and pydlsh interpolation (see
Figure2).

3. Colour information projection:The proposed method was integrated in a very easy way in
the colour projection frameork proposed by CNRSTI (that will be soon supported by
MeshLab, see Task 5¢1Processing Tools for Medtased Models The framework is based
on the definition of quality masks which associate a quality value to each pixel of each image
which has to beprojected on the 3D model. Shadow masks, which are used here for
correcting images, are also used in that framework as quality masks in order to weight the
contribution of each image pixel based on whether they provide colour information from
shadow area®r not. The application of the framework results in more realistic coloured 3D
models, where lighting artefacts are almost removEa(re3).

11
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The proposed method has been tested on several practical cases tddéesites of the African and
Mediterranean countries, resulting in a visible improvement of 3Bemodel renderinguality.

Figure3: Screenshots of coloured 3D models before and after shadows removal from images.

3.3 Deviations from work plan

No deviation from the work plan was detected. All deliverables for the second year could be achieved.

12
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3.4 Plans for the next period

Laser-based 3D Reconstruction (Spheron Scanner):

Implementation of the RGB stdystem and the next generation of distance measurementsdiem
will continue Further work includeshe implementation of thepheronintermediatefile format and
the supportfor MeshLab

Ly 2NRSNJ 2 o0SySTAG GKS LINB2SO0 oA idda, aidscsning O Af |
project with theprototype Spheron ScanneZomponentwill be considerecihead ofscheduletogether
with the V&A in the first quarter ofear 3.

ARC 3DThe first goal for &ar 3 is tofinalize the reconstruction algorithms and launehBeta version of
the newARC 3DThis consists of the following tasks:

1 Extending the current web service with the new executables.

1 Enhance the image uploader tolsuit jobs to the new pipeline.

1 Creation of a database for storage of camera sensor sizes. All automatically obtained sensor
dimensions will be inserted into the database.

Thefocuswill then beon develogngtesting tools for mesh evaluation. The intentésmakethe ARC 3D
output compatible with mesh quality measurement systesuich as the one described|i].

Colour Mapping: There will be additional worko investigae potential new methods for colour
acquisition and visuaation for immoveable heritagéwith possible verification and acceptance of 3D
acquisition devices, sdé&4.1.3). Furthermore, the integration of colour tools in the context of MeshLab
(see Bsk4.5 ¢ Reflectance Acquisitiomm Section7) will provide instruments forARC 3Dusers to
improve the colour details on the reconstructed 3D models.

13
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4 Task 4.2 z Movable, regular objects: In -hand scanning

4.1 Work Planned

Regarding the hand tracking system, dpha-version of an approach for extrach ofthe manipulating

hand from InHand Scanner data was already shown at the enceaf ¥ (ahead of schedule). The goal

for Year 2 was thus to continue improving the system with particular focus on demonstrakiag t
feasibility of transferring hand grasps acquired on a given®@bie (2 2 ( K S NJ la additioritt | NE
was planned tantegrate the inrthand scanning and hand tracking systems with the RI (ingestion of data).

In parallel, although not specificaltefined in the 3BCOFORM DoW, it had been suggested that
new colour acquisition methodologies developed &sR4.5 ¢ Reflectance Acquisitiobe evaluated for
adoption in the framework of ETHZ'shand acquisition system to improve the quality oéthcquired
colour data.

Finally, work on the development of the Hahigld Scanner (Breuckmanwpgs plannedto progress
further. A particulargoal was to be able to demonstrate and test alpha version of the scanner (lab
prototype).Work on a first protoype of lowcost optical tracking systeshouldbe reported, along with
possible early experimental results.

4.2 Work Performed

4.2.1 Hand-held Scanning:

The first laboratory setup of the harteld scanner is presentdklow.

It is based on a phasshift fringe progction technique in combination with a stochastic pattern. Using a
4-step phaseshift-algorithm this requires the projection of a sequence of 5 patterns. With a frame rate
of 60 Hz the minimum acquisition time is about 88lisemnds assuming that the shiter time of the
cameras is less than 15ilisemnds The weight of the scanner is currently about 3 kg; this is mainly
defined by the mechanical components, which are not at all optimized with respect to weight. The two
cameras are calibrated as a stemetric system without including the projector into the calibration
procedure. Thus, there are no stability issues on the projector itself. The data acquisition can be
activated manually by a remote control. The recorded images are converted into 3D maftiies
correction of typical phase errors, which might occur from the small movements of the scanner. Time
between acquisition and visualization is typically less than 10nskc The registration of successive
scans is either automatically qrin case tis failsg interactivelyachieved The integration of an optical

14
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tracker is planned, but not yet realized. A picturetios setup is shown ifrigure4. Tablel gives a
summary ofthe mostimportant specifications.

Figure4: First test setup of the harukeld scanner

Setup Symmetrical 2 camera setup

Triangulation angle 10°/10° (left, right camera, with respect to projector)
Cameras AVT Marlin FO33B (resoluti@®6x494 Pixel)
Projector Samsung P400Be6olution800x600 Pixel, natiy
Objectives (cameras) Schneider Kreuznach f=16mm

Accessory lens (projector) | 2,5 dioptrien (ca. f=400mm)

Field of View ca. 240mm

Depth of FOV ca. 50mm

Frame rate 60 Hz

Software platform OPTOCAT

Operating system Windows XP

Tablel: Summary of the specifications

A first test of the laboratory setup of the hashebld scanner was made on a small statue with a size of
about 300 mm. A sequence of 25 scaias bbeen recorded. The resulting 3D meshes were aligned and
merged; also small holes were closdeg(reb5). For the data processing, available functions of the
standard OPTOCAT software have been used.

15
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Figure5: Different views of a 3D model recorded with the test setup of the-hatdiscanner

With this system, the principal functionality and operation of the héwettl scanner has been proven.
Nevertheless, the tests have also depicted some exjstieaknesses of the setup:

1 Commercial DLP projectors, which are suitable for a Hesld scanner, are equipped with
lenses, which do not have the highest optical quality. Moreover, they are not designed for
short operating distances. For these reasonsoltain only a very limited focal depth of the
projected patterns, which also limits the depth of the field of view.

i To guarantee nolistorted 3D scans the synchronization between projector and cameras is
very critical. This synchronizationworked well un@ér Windows XP without hardware
triggering,but unfortunatelyis not stable under Windows 7.

For these reasons, the further development will concentrate on the following main topics:

1. Selection and integration of a projection unit, which allows a stable sywtchronized data
acquisition with up to 120 Hz

2. Optimization of the sensor setup with respect to weight and functionality

Integration of a low cost optical tracker

4. Increa® of the processing speed

w

16
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4.2.2 Texturing:

In D4.1¢ WP4 First Year Reportan interview with a Qiltural Heritage (CH)expert to evaluate the
Hand Scanner was reported. A major concern of the expert was that the obtained object models have
no texture information (in fact, texturing was possible but the results were not satisfactory).

Work ha thus been conducted with the goal of improving the texturing of digital artefacts acquired with
the InHand Scanner. A firstep wasthe development of data structures and a GUI for the loading and

the interpretation of the raw data from thén-Hand Scaner, which include (1) a reconstructed 3D
model, (2) a set of pictures, and the pose of the camera (viewing pose) and (3) the pose of the scanning
projector (lighting source) for each of those images. This first part required close collaboration between
the involved partners to ensure a correct interpretation of the given data and calibration files.

In order to reconstruct a colour texture (either purely diffuse or Bk} for the digitized object,
surface parts which are under lighting have to be diemientified. A way to detect shadows in the input

set of pictures has been investigated. One of the major problems of this shadow detection stage is the
lack of accuracy of the given 3D model. Indemahtrary to the cases addressed in the context afT

4.5 ¢ Reflectance Acquisitioiisee publication [T4.5.2), it has been noticed that 3D reconstruction
errors, even smallcan seriously impact the estimation of shadows by geometrical means thely
shadows grerated based on the object shape and the relative positionthefdevices involvedliffer
significantly from those observed in the pictures.

This problem has been tackled by combining the geometrical approach with image processing tools.
Pictures are fit classified into regions accounting for colour similarity, using the rsadhalgorithm.

An important feature of meashift is that it allows the user to provide a confidence map, indicating the
possible presence of edges so as to guide the pixels&lnmagerging process during the classification. In

the current implementation, the confidence map is computed based on the following masks:

1 A Sobel operator applied to the Hue and Value components in the HSV color space, to clearly
distinguish areas with tferent chromaticities.

1 A mask constructed by reprojecting thenKarest pictures into the image space of the current
one, computing an image difference, and keeping the maximum value between the resulting K
values. Image difference approaches have alrdaelgn used in the past to detect shadows
with respect to a reference background image. In the current implementation, by using only a
set of nearest views, not all the area covered by the shadows is highlighted but only its
border, which is exactly what meeded to guide the meashift algorithm.

The confidence map is then determined by taking, at each pixel, the maximum value between these two
masks. This significantly improved the segmentation result.

The final shadow detection is performed by considgras an initial guess the segmented regions that
overlap the simulated shadow obtained by a simple shadow mapping technique, and by introducing
iteratively the neighbouring regions presenting a low average albedo. This final region growing step is

17
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voluntaiily aggressive, so as to reduce false positives as much as possible, and then to limit the
percentage of erroneous data in the future processing.

4.2.3 Grasp Acquisition and Transfer:

One of the goals ofaBk4.2 is to associate manipulation knowledge with scadrCH tools in the 3D
COFORM repository. To derive such knowledge, a method has been developed for tracking a hand
interacting with an object in front of the {Hand Scanner. With that method an expert can record the
usage ofCHtools. In addition, a techique has been developed to transfer the manipulation, i.e. grasps
observed on one object, to a different object. As a result, the same demonstration of a CH expert could
be applied to a variety of similar objects in the repository. This is particulagsesitng when grasps are
transferred to sensitive objects that cannot normally be touched.

A method was first developed to acquire the grasp of a hand during the manipulation of a given object.
This method is simply based on the work presented in QAMP4 First Year Repoftr tracking a hand
interacting with an object in front of then-Hand Scanner

Our method for transferring raacquired grasp to a different object is based on a geometric warp,
mapping the mesh of the original object to that of the gat object. This warp is then applied to
observed grasps. Our work has been publishefiT$h2.]. In this publication, grasps are transferred
between different types of cups. The transfer from the model of a cup to that ehgohora is depicted

in Figure6.

Figure6: Transferring a grasp from a cup to an amphora.

Given manipulation knowledge in the repository, we then want to synthesize computer animations
demonstrating the usage of CH tools. Such animations could complement exhibitions when displayed on
a (D) screen next to the items of interest. Animating hands is difficult due to the complexity of realistic
hand models. With our method, observed grasps @mbined with animations of the involved objects.
SeeFigure? for illustration. This work was submitted to the IEEE Conference on Automatic Face and
DSad0Gdz2NE wSO23yAlGA2y oCDQMMU @

18
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Figure7: Animating a Hand by Animating the Object. The observed grasp (left) is combined with an
animation of the pestle to synthesian animation (right)

4.2.4 Fresco Fragment Acquisition

During ar 2, theln-Hand Scannewas also adapted for scanning fragmentsao€ient wall paintingso

assist in reassembling thenBecause of their fragility and small size, it is more practical to place
fragments on a turntable than tecan them by handr{gure8). As an initial test, the 144 unassemthle
fragments Figure9) from a partially reconstructed Roman wall painting excavated in Tongeren, Belgium
were scanned, and a number oéw matches were found={gure10). This work is described [T4.2.3]
Subsequently, the approximately 1300 more fragments were scanned from the same excavation (but
from a variety of distinct wall paintings); assembly work is ongoing.

Figure8: The inhand scanner aapted for scanning frescos
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Figure9: The initial scanning tests were conducted on 144 fragments of a Roman fresco

FigurelO: Using the data obtained from the-frand scanner, a number of matches weyend. Of these
only the matches between fragments-30 and fragments 223-75 were previously known.

4.3 Deviation from work plan

No major deviation from the work plan wsa detected. In fact, all partners have made significant
contributions to the work condeted within Task 4.2 The only observed small deviation is that
Breuckmann has not been able to work on the Joust optical tracker as expected

4.4 Plans for the next period

Handheld ScannerAs stated earlier, future development will concentrate on théofeing main topics:

1. Selection and integration of a projection unit, which allows a stable and synchronized data
acquisition with up to 120 Hz.

2. Optimization of the sensor setup with respect to weight and functionality

Integration of a low cost optical tréer.

4. Increa® of the processing speed

w
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Improved Mesh TexturingThe first goal of the research ieaf 3 will be the detection (and removal) of
specular highlights for the reconstruction of a diffuse texture (simple fixeducalwer the surface).
Since tlose artefacts depend on the geometlconfiguration of the scene, the lack of accuracy of the
3D model, once again, may induce some problems with a purely geometpiesdachand particularly

for highly specular surfaces where highlights are more pedland sharp. Once agaam imagebased
approach is necessary. A temporal analysis, throughout the tracking of highlights along the frame
sequence, is envisaged.

Then, one of the short term developments will concern the synthesis of coloured 3D modeatks, b
projecting and combining (weighted average) the multiple input pictures. A first simple implementation
storing the colour information per vertex will be domas afirst priority, in order to provide coloured
models to the consortium as soon as possifilhe management of a texture map, providecigomatic
information for which the resolution does not depend on the one of the mesh, will be tackled
afterwards.

The ultimate goal will therbe to extract information about the material properties of the adcpd
objects by using all the input data from the system (images, 3D model, pattern projector position, type
of projected pattern).

Grasp Acquisition and TransfeBesides further improving the current approadie planisto integrate

the entire system \wth the RI. More preciselythe upload of data is needed,such as calibration
information, object models, sequences of rigid motions, and grasps. This requires new code and
appropriate metadata structuresrurthermore, agreement on a standard format foneera calibration
information will be the topic of collaboration with all concerned partners (ETHZ GNRISTI).
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5 Task 4.3 z Movable, regular objects: Dome -based
acquisition

Task4.3 concerns the development of dorased acquisition devices suitable foapturing optically
difficult materials.A large dome, developed by UBonn and containing multiple cameras and many light
sources is targeted to moveable objects and will use both midtv and photometric stereo techniques

to obtain 3D reconstructions kile simultaneously capturing the fet's reflectance propertieS’he KUL
Mini-Dome contains only one camera and is much smaller, limiting the size of objects that can be
scanned and restrigtg the appearance properties captured to a single view (undaenyndifferent
lighting directions). On the other hand, because it packs easily into a suitcase, it can be brought to the
object rather than the other way around.

5.1 Work Planned

After establishing the system design and functiosgecification for boththe Mini-Domeand Multiview

Dome devices in Year 1, plans for Year 2 mainly consisted of the implementation of the functional
specificationsthe integration of the components into the 3DOFORM framewodndthe development

of reconstruction algorithms.

KUL planedto work on estimating material propertieend extracting a full 3D geometry from the data
captured with the Mini-Dome Furthermore, UBonn had planned to continue the research on a
combined multiviewstereo and photometriestereo reconstructioriechnique, whichcould exploit all of
the availabledatathat can be captureavith the Multiview Dome

5.2 Work Performed

In year two, the partners wermainlyengaged irworking on further development of the reconstruction
algorithms for the domes, with alpha vers® of 3D reconstruction working in a laboratory
environment. Some effort has also been spent on developing validation tests for the accuracy of both
geometric ad photometric reconstructioninitially, these consist of scanning planes of different oo

and different levels of shininess, and billiard balls (which are essentially perfect spheres). These tests
will continue to expand and evolve iredr 3 as the reconstruction quality of the domes improves and

the range of shapes and materials they candiarexpands.

Alphaquality software has been produced to operate the UBonn dome, perform 3D reconstruand
integrate with the RIlt has been used to capture several real data sets that will be used to improve the
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3D reconstruction and material propggrestimation algorithms, including cultural heritage objects from
the StiftungHaus der Geschichter Bundesrepublik DeutschlaimiBan, Germany (

Figurell). The existing/lini-Domesoftware has been extended to support 3D rastyuction, and initial
support for Rl integration haseen added as a separate to8lignificantly for the 3ELOFORM project, a
secondtravellingMini-Domehas been built, and approximately 50 museum objects have been captured
by the Victoria & Albert Mweum. Although the camera was not calibrated during those capture sessions
as required for 3D reconstruction, it has nevertheless been possible to obtain reasonable 3D results by
estimating the camera focal lengtRigurel?2).
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Figurell: Example pictures from recently acquired raw measurements using the UBonn dome. Row 1
and 2 show actual cultural heritage objects, provided bydtHe (i A Flailisdagt Heschichter
. dzy RSaNB LIzt A1 5Sdzi &aOKf I yRE
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Figurel2: Ivory panel captured by the KMIini-Domefrom the collection of the Victoria & Albert
Museum. The existing dome software was only capable of computing and visualizing a normal map
under different lightingcondiions (left anccentrg. In Year2, 3D reconstiction has been added (right).
Although the required camera calibration for 3D reconstruction was not performed for these
acquisitions, reasonable 3D results can be obtained by estnaditee camera peameters.

As the UBonn dome contains many cameras and the HWUhi-Dome only one, they rely on
fundamentally different algorithms to reconstruct 3D. TW@i-Domehas onlyone camera, and relies

on estimating surface normals from its many light sourcleentintegrating them to obtain a surfacdt

is subject to low frequency bias becaugte effectively measures thederivative of the surface.
Furthermore, errors in normal computation (due, for example, to the challenges of optically difficult
materials)are exacerbated by the integration ste’he UBonn dome can build onuiti-view stereo
reconstruction technigue including visual hullphotoconsistencyand depth triangulation methods.
These measure depth directgnd sothey are less subject to the bies that plague normal integration
methods. On the other handinding the necessary correspondences between different camera views is
extremely challenging ith shiny materials because tlame surface point may appear quite differgnt
from different viewpoints.

As called for in the DoW, thilini-Domeis now able to perform full 3D reconstruction from a single
camera view. To do so, surface normals are estimated,thenintegrated using a multigrid solvethe
existing normal estimation algorithms, afthgh they produced excellent visualizations, proved
inadequate for 3D reconstructiorSeveral simplifying assumptions were made that have since been
removed. Originally, each LED was assumed to be a dimatfight source at infinityTo support 3D
reconstruction, these are nownodelledas point light sources at tlirecorrect geometric positionsAs a
result, the spatially varying intensity with which each LED illuminates any given point on theisbjec
more accurately computedAdditionally, the cameras now fully calibrated using a standard radial
distortion model; for mere visualization, an orthograple@mera model could be assuméd/hile the
advantages of 3D reconstruction are obvious, it does have some drawbacks: calibrating the camera is an
extra step that makes thélini-Dome somewtlat more difficult to use, and more significantly makes it
impossible to adjust the camera zoom and focal length depending on the size of the object.
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Work on 3D reconstruction for the UBonn dome has focused on a nowtbginsistency measure to
support simultaneous 3D reconstruction and surface reflectance estimation of opaque objects with
spatially varying BRDFs (bidirectional rdfiece distribution functions)As shown inFigure 13, this
measure yields promising results on synthetically generated test data, although further work is required
to obtain satisfactory estimations on real objedtgurel4).

Additional effort has been spent on researching background dietecalgorithms to improve 3D
reconstructions and support visual hsliyle reconstruction algorithm®ue to itsmultiple cameras and
numerous light sources, it is impossible to used techniques such as-ggessming with the UBonn
dome, and more advandebackground detection methods are required.
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Figurel3: Novel reconstruction algorithm performed on synthetic data (rendering of glossy red and
green Stanford bunny in simulated UBonn Dome setup)

First row three of 2,01 input imagesSecond rowreconstructed geometryrhird row. reconstructed
material parameters for an analytical WaBRDF model (projected on the reconstructed geometry):
diffuse color, specular coland glossiness
Note that the bunny has a spatylarying BRDF (diffuse color and glossiness vary over the surface) and
has a high specular component with a wide lobe, making it difficult to reconstruct the model with
traditional approaches.
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Figurel4: Novel reconstrction algorithm performed on real dome measurement (mouse ball).

First row:three of 22,500 input imageSecond rowreconstructed geometryfhird row:reconstructed
material parameters for an analytical WaBRDF model (projected on the reconstructeahgetry):
diffuse color, specular color
Note that the dark line in the reconstructed diffuse color is not an error, but a real stetdaee.
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